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Who is Velocity Software?

Founded 1988, Mission:
 Provide software to assist customers in optimizing the z/VM platform

Continuous fully integrated enhancements for over 30 years

Over 200 installations (zVPS)
 More than half of the IFLs worldwide

 In 22 countries, on 6 continents

Headquartered in Mountain View, California
 Offices in Ohio, Texas, Wisconsin, and Germany
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A Little Background

z/VSE introduced SNMP about 10 years ago
 With z/VSE 4.3
 Since we use SNMP for Linux, it was a natural 

progression

Velocity Software
 Introduced z/VSE monitoring in 2010
 Based on SNMP ‘plugins’ provided by IBM
 Added our partition plugin in 2014

• Displays partition and job information as jobs are 
running
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A Little Background

Fast Forward to 2020….. 
 Renewed interest in z/VSE monitoring
 Our recent dive into z/OS monitoring

• Provides and verifies infrastructure that also benefits 
z/VSE

Introducing VSEMON
 Updated partition monitoring
 CICS monitoring
 TCP/IP stack monitoring
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z/VSE Monitoring Improvements

Updated partition monitoring
 Step/Job ends more closely tracked
 Performance improvements in the VSI plugin

• One SNMP call per active partition
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z/VSE Monitoring Improvements

CICS monitoring
 DMF records generated by CICS (rectype 110)
 Velocity provides an exit that runs in the DMF 

partition to route CICS data to z/VM
 All other processing is performed on z/VM, 

preserving precious GP CPU time
 Customers have the option to bypass the writing 

of the DMF data

61b=6.8, 62b=10.7, 62c=8.8
sustained total 650.000=700.000/day
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z/VSE Monitoring Improvements

TCP/IP monitoring
 Additional plugin written for each TCP/IP stack 

vendor
 IPv6/VSE currently available

• Data maps directly to fields already available in zVPS

 TCP/IP for VSE research ongoing
• We have issued a statement of direction to provide 

support
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VSEMON Requirements

z/VSE 5.1+ for VSE system and partition data
z/VSE 6.1+ for CICS and TCP/IP data
 z/VSE 6.2 is the only release currently supported by IBM

VSE supplied SNMP agent with our plugins
 Partition plugin
 TCP/IP plugin, based on the stack in use

BSI stack must be 258pre24 or higher
CSI stack (Refer to VSEMON readme for updated requirements)
 z/VSE 6.1: 2.1A with fixes 164, 386, and 391
 z/VSE 6.2: 2.25 with fixes 164, 187, and 188
 See Server must also be configured and running

For CICS, DMF must be running
 Set to one minute interval

CICS Performance and Statistics turned on
 Set to one minute interval
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VSEMON Installation

Provided as a ZVPS installation package
 Download from the website

When installed…
 A top level SFS directory is created 

(VMSYSVPS:VSEMON.)
 A BJB file is put there

• Transfer to z/VSE
• Respond to the SETPARM prompt

 Samples added to VMSYSVPS:VSEMON.
• STARTMAS JCL, IESMASCF.Z, VSIDMF config
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VSEMON Installation

A number of items are cataloged and linked
 Plugin phases (partition and TCP/IP)
 CICS PLTPI phase

• Reset the monitor
• Make sure statistics are turned on

 VSIDMF exit phase
• Sample VSIDMF configuration member

 REXX program
• Used to delay the DMF startup
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VSEMON Installation

Plugin Implementation
CATALOG IESMASCF.Z                        REPLACE=YES  
* ********************************************* *      
*  CONFIG FILE FOR z/VSE SNMP MONITORING AGENT  *      
* ********************************************* *      
* SNMP COMMUNITY NAME:                                 
COMMUNITYNAME =  'velocity'                            
* PORT (default SNMP Port 161):                        
PORT          =  '161'                                 
* SYSTEM PLUGIN                                        
PLUGIN        =  'IESMPSYS'                            
* CPU PLUGIN                                           
PLUGIN        =  'IESMPCPU'                            
* SAMPLE PLUGIN                                        
* THE SAMPLE PLUGIN IS SHIPED AS SOURCE CODE, YOU      
* HAVE TO COMPILE IT, IF YOU WANT TO USE IT            
* PLUGIN        =  'IESMPSMP'                          
PLUGIN        =  'VPSSNMPP'                            
PLUGIN        =  'VPSBSTCP'                            
PARM          =  'DD:PRD2.CONFIG(IESMPSCF.Z)'          

/+                                                     

Our plugins
 configured here
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VSEMON Installation

Plugin Startup

// EXEC IESMASNM,PARM='DD:PRD2.CONFIG(IESMASCF.Z)'            
1S54I  PHASE IESMASNM IS TO BE FETCHED FROM PRD1.BASE         
IESMA101I BEGINNING STARTUP OF MONITORING AGENT               
IESMASNM   Loading config member: DD:PRD2.CONFIG(IESMASCF.Z)  
IESMM004I LOADING PLUGIN IESMPSYS...                          
IESMM004I LOADING PLUGIN IESMPCPU...                          
IESMM004I LOADING PLUGIN VPSSNMPP...                          
VPSSNMPP Version   10100                                      
IESMM004I LOADING PLUGIN VPSBSTCP...                          
VPSBNTCP Version   10100                                      
IESMA102I FINISHED STARTUP OF MONITORING AGENT
IESMA103I WAITING FOR CONNECTIONS OF CLIENTS...

Plugin startup
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VSEMON Installation

CICS configuration
 DFHSIT updates

 DFHPLTPI update

         DFHSIT TYPE=CSECT,                                            *
      ... 

               MN=ON,                   MONITORING ON                  *
               MNCONV=YES,                 MONITORING OF CONVERSATIONAL*
               MNEXC=ON,                MONITORING EXCEPTION CLASS     *
               MNFREQ=001500,           MONITORING FREQUENCY           *
               MNPER=ON,                MONITORING PERFORMANCE CLASS   *
               MNSYNC=YES,              MONITORING SYNCPOINT           *
               MNTIME=LOCAL,            MONITORING TIME GMT            *

      ...
      STATRCD=ON,              STATISTICS RECORDING           * 

DFHPLT TYPE=ENTRY,PROGRAM=VPSMONSW
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VSEMON Installation

CICS configuration
 Make sure statistics is turned on
 Interval set to one minute

 Define PLTPI program and associated transaction

cemt i stat
STATUS:  RESULTS - OVERTYPE TO MODIFY
 Sta On          Int( 000100 ) End( 000000 )

CEDA  View PROGram( VPSMONSW )
PROGram : VPSMONSW
Group   : VSI
Description :
Language : C

CEDA  View TRANSaction( VSI1 )
TRANSaction : VSI1
Group       : VSI1
Description :
PROGram     : VPSMONSW
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VSEMON Installation

DMF Updates
 Update startup LIBDEF

 Add delay to the startup before DMF

// LIBDEF PHASE,SEARCH=(VSILIB.PHASE,SDL) 

// LIBDEF *,SEARCH=VSILIB.REXX   
// EXEC REXX=VSIDELAY             
// LIBDEF *,SEARCH=VSILIB.REXX   
// EXEC REXX=VSIDELAY             
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VSEMON Installation

DMF Updates
 DMF configuration phase changes

         DFHDMFM TABLE,                                                *
               CATALOG=VELOCITY.USER.CATALOG, USE VSICAT               *
               FILELIST=(VSE.SYSTEM.DFHDMFA,VSE.SYSTEM.DFHDMFB),       *
               INTERVAL=0100,      1 MINUTES 0 SECONDS                 *
               LISTDSN=YES,        SHOW DATASETS WHEN DMF STARTS       *
               SID=V62C,           SYSTEM IDENTIFIER                   *
               SIZE=16,            USE A 16M DATA SPACE                *
               STATUS=ACTIVE,      DMF IS ACTIVE AT START              *
               SUFFIX=SP,          THIS TABLE IS CALLED DFHDMFSP       *
               TRACE=NO,           NO TRACE ACTIVITY                   *
               TRTABSZ=1024,       TRACE TABLE SIZE IS 1M              *
               TYPE=0:255,         RECORD ALL DMF DATA RECORD TYPES    *
               USAGE=40            REDUCE SPACE WHEN 40% FULL                      
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Navigation

z/VSE Menu
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z/VSE System
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z/VSE System
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z/VSE System
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z/VSE Partitions
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z/VSE Partitions
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z/VSE System
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z/VSE System
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z/VSE System
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Our Enterprise View shows activity from 
multiple z/VM LPARs on a single screen

It can be used 
as a launch 
point into those 
LPARs

Enterprise View
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Click on a VSE system name to bring up 
MyVSE for that system

MyVSE View
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MyVSE View

Load the MyVSE view to see all VSE systems
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MyVSE View
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TCP/IP Data
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TCP/IP Data
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CICS Data

CICS Menu
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CICS Data
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CICS Data
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CICS Data
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CICS Data
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CICS Data

CICS Views
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CICS Data

CICS Views
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CICS Data

CICS Views
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Alerts

zALERT is a component that comes with zVPS

It provides the ability to look at one minute data based on 
customer supplied rules

zALERT can also generate notifications when any data elements 
exceed certain thresholds

F4 0004 // JOB LIBRDIRC                                       
        DATE 06/13/2020, CLOCK 15/49/44                       
F4 0004 EOJ LIBRDIRC  MAX.RETURN CODE=0008                    
        DATE 06/13/2020, CLOCK 15/49/44, DURATION   00/00/00  
F4 0001 1Q34I   F4 WAITING FOR WORK                           
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Real Time vs Long Term

All of the real time data is displayed in one minute 
intervals

At the end of the day the one minute data is summarized 
into 15 minute intervals

This provides a long term database and is the source for 
capacity planning

In addition, reports are generated in the 15 minute format

These reports cover z/VM, Linux, and of course, z/VSE
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Reports
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Summary

Velocity Software is the recognized leader for performance 
and cloud management tools for the z/VM, z/VSE, and 
Linux on Z platforms
• We recently added the collection of some z/OS records to our portfolio

Performance monitoring should not be the performance 
problem

We listen to customers and strive to provide the 
information and add the functions that they (or you) 
need to our products

Questions and requests: info@velocitysoftware.com

mailto:info@velocitysoftware.com
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Thank you!

Questions?

http://www.velocitysoftware.com
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